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Deep Learning UNIVERSITY

= Tl2{'d(Deep Learning) O Zt?

« X O|
o——
- QS X|S(ADQ| o 20}
- HAHE Al okel 71 E.
- 34 E Y (Artificial Neural Network)= O 2 S(Layer) 20F22q <2/ H|(Deep)’ TtE 2 &2 0|89 et&ot= HH.
. 2
- 912 GIO|E}(0]T|X|, 8, MAE 5)2 NZ0| B8,
- 2t 59| 7 HO| 7FESK[(Weight) 2t & -d @t B 4=(Activation Function)E &% S8 & F=.
- 2X}(Error)E A4S, 97 T (Backpropagation)2f £ & 2 Y 11 2| F(Optimizer) 2 2 7t X| & 2735HH &b 5.
« EX|
=S
- ARO[ A1 E 7% (Feature)2 2 AISHA| R0tE & — At §4 o5,
- Olo|E e} ALt X2l 0| BE+= 40| SOt
. EH_-H—_ ool
- CNN (Convolutional Neural Network) — &4t Ol 4]
_ A o /HIAE o .
RNN (Recurrent Neural Network), LSTM, GRU — A| A E/EHIAE Cl oy 'z!(é!%%*ﬁ)Deep Leammg _
- Transformer, BERT, GPT — A 0| X 2|, M3 AL YouTube


https://www.youtube.com/watch?v=bndGqgide60
https://www.youtube.com/watch?v=bndGqgide60
https://www.youtube.com/watch?v=bndGqgide60
https://www.youtube.com/watch?v=bndGqgide60
https://www.youtube.com/watch?v=bndGqgide60
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= Python
. DOMMS Yod RUS BTG O 92 ALSEE D22 Kloj2, B 418 2Y N
TXRE 7HX[ D U S,
- CtYot Hed =83 (PyTorch, TensorFlow )2t H|O|E XE|-A|Zt2} 2f0] B 2{2[(NumPy, Pandas,
Matplotlib )& X| &l HTef 7H 20 jt|7H2f5|01 A=,

« DEJ}ZHZY| OFO|L|0l & WEA Foiotn =8 4 ALH, T MAH2E HRLEL A2 S5
sl st 1 220| 20,

1
o

« Colab, Jupyter Notebook, VS Code &

o] Al 2HEO M SO AR & U 2 ehgd D = d0] T
OfLt [ E2ld =00 M 7HE B0l A8 &= YO 2 Xi2| & .

— O O T

= Google Colab
« SEFRE0M Pythons 2l = U= 28, F2 GPU X[, ECIO|ER HF Jts.

= Jupyter Notebook QIE{H| O] A

* ColabO| 7|Ho = Sf= Al A4 & He 2, 28 SA| =2 7+5 (Interpreter 7| Eh).
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= PyTorch (vs TensorFlow)
 Meta Platforms(—*, Facebook) Al ResearchOf| A| 7H ot L EAA HEd YA,
. SN QM DTS X YsH0) ITHO| L RS RE A 7|
. HA QAL XS O], GPU 752 X2

. CIQESH AlZ4QF IR 2 ZICt3|

= Torchvision
* PyTorch@} &1 XN &&= E= 2f0[E 22|,
 CIFAR10, MNIST, ImageNet & =82 HO|HAZ &4 282 = U=,
« ResNet, VGG, AlexNet & & 222 A 3 2] S
- transforms &= SOl HO|H X 2|t 58 &gl S It H& 7ts.
= PyTorch®} Torchvision2| & &
 PyTorch® CNN2| &2t oh5 Id S A #H = Of5e = UZ.
e Torchvision@ 2 H|O|H =22 7|2t & g
- FEIO|EZZ|Z &) AFESIH 7| X HeEld deS 282 T 7ts.
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* GPU (Graphics Processing Unit) 1595 =

- 8 g0 Extel X[ B d ets £S5 CPURL 37 &y BE B2 B~ &= ®HO0F

= CUDA

« NVIDIA GPUO|| M GALS =g o= QA St= EE.
torch.cuda.is available() 2 20l

e Colab= O|E3}™ Colab AH G| O|0] CUDAZF X[/ {10,
NVIDIA GPU E 20| et 24 H™I K| CF £[O] O A, st& AL

=

£E2 [Z CUDAS HX|stAHLt S&sA 4 £ 22 ¢S

o= =

= Device AH

- DEO|AM CPULRI GPU & O TX|ZE AL LX| MEH

(device = torch.device("cuda" if torch.cuda.is_available() else "cpu"))
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= Tensor
o CFXHR HiE. PyTorchO| A G| O|E{ 2t Li2IO|E{ & H#35I= 7| & TH4.
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a 7 DT
* Gradient / Backpropagation Uj% 19559 J
! BT
- &M FH0f Wet THEX S A2 2 YH|0|EdtHE I,
= Optimizer —=

—— Momentum
— NAG
— Adagrad

. £A2 Z0|7| 93 T}t20|E{2 YH|0|Edt= Y N2|S (Adam, SGD 5)

Adadelta
— Rmsprop

= Loss Function
- DHlol0o|Z1 HE XI0| & =X[2}tSt= 2= (CrossEntropyLoss).
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= 2da UET (NN 0|
+ CNN2 O|D|X| QI4], & 24, x| EX| § AIZN BIO|E S Halshe o A|Xste Hajd 729,
- GO|E{S] 37X TEE olMotn SET £+ AUEE HAE.
. =Q __I_I.)\‘l

(Convolutional Layer), & & S (Pooling Layer), 2% 84 & (Fully Connected Layer).

Input

A ;L\
= Output
Pooling Pooling Pooling —/ :
:é % Horse
—a¢ Zebra
Z< ) Dog
: SoftMax
Convolution Convolution  Convolution — '?:f]tr'“é?;((')%n
+ + +
Kernel RelU RelU RelU Flatten
Layer
Fully J
< Feature Maps - : Connected. :
Layer
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= Convolution Layer

« O|D[X|e] EEOX|, i E)yZ === St ALt
= Activation Function (ReLU, SoftMax)

- Hdgd= F716l S &t I E ot5 7ts5HA SHAL 2850 M 28 | et 2[5 252 23,
"= Pooling Layer (MaxPool)

. EX O 37|12 50| QA SN EHA B
* Fully Connected Layer

« HJHOE ZRE A= HA




. HONGIK
UNIVERSITY

1 Layer)

(Convolutiona

Klo

Klo

ojru

= Tds5t, £ H(feature map)

w5 it

S
o

<

g
<In

5x5,7x7 5.

, 3X3,

Ix1

= A= HE A7)

J

A




HONGIK
UNIVERSITY

]

=l

021 71| 7 20| A0 Ct

(4x0) + (0x0) + (0x0) +
(0x0) + (0x1) + (0x1) +

(0x0) + (0x1) + (—4%2)

-8

JEEE

Tx1+4x1+3x1+

2x0+5x0+3x0+

3x-1+3x-1+2x-1

6

12



HOo|E{ Al 3 HA UNIVERSITY

= CIFAR-10
+ 32x32RGB Z2{ O|0]X], 107h At= S LEIH 7], AASAL 7, 10| 5).

= Kashion-MNIST
- 28x28 S O|O|X], 1074 2|7 Sl

= PDatal.oader
- HfX| E®|2 §|O|H & &&3t= PyTorch Z&.

= Transforms
- OOJH MX2| & & T~ (Crop, Flip, Normalize &).
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= Epoch

- HA HOo[EHME 1H t&dt= HHe.

- ot 0 ot Ho M2|ot= HIOlH 2.

" Validation Accuracy
- HEO0| 5t OO 7t OrHl AF HIO|HOM 0= § d5= WXl 22l5t= X &.

. Overﬁtting
- o5 HO[H0|l= 850l

0H>I

X2 MZ2=2 HO[H0 = 3950 20X = 4.
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" Google H’E ‘48 H
* Google Colab AFE = #|li Al = Google A’S0| E2.
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1 print{["Hello, World!"})

Hello, World!
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* TinyCNN ZE &3
* https://colab.research.google.com/drive/1dhhfvRFSgMIOmMQx20OCM7FJRasOre AK g-?usp=sharing
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#0) &

Ipip -q install torch torchvision

import torch, torch.nn as nn, torch.nn.functional as F
from torch.utils.data import Dataloader

from torchvision import datasets, transforms

device = torch.device("cuda" if torch.cuda.is_available() else “cpu™)

print(“device:", device)

from tqdm.auto import tqdm
import matplotlib.pyplot as plt

train_losses, val_accs = [], []

#1) &

USE_CIFAR1@ = True # False T HfF5 Fashion-MNIST
EPOCHS = 5

BATCH = 128

LR = 3e-3

# 2) GIOFES
if USE_CIFAR1@:
mean, std = (0.4914,0.4822,0.4465), (©.2023,0.1994,0.2010)
train_tf = transforms.Compose([
transforms.RandomCrop(32, padding=4),
transforms.RandomHorizontalFlip(),

transforms.ToTensor(), transforms.Normalize(mean, std),

ID]

test_tf = transforms.Compose([transforms.ToTensor(), transforms.Mormalize(mean, std)])
train_ds = datasets.CIFAR18("./data", train=True, download=True, transform=train_tf)
test_ds = datasets.CIFAR1e("./data”, train=False, download=True, transform=test_tf)

in_ch, num_classes = 3, 1@
else:
mean, std = (©.2861,), (©.3538,)
train_tf = transforms.Compose([
transforms.RandomCrop (28, padding=3),
transforms.RandomHorizontalFlip(),

transforms.ToTensor(), transforms.Normalize(mean, std),

ID]

test_tf = transforms.Compose([transforms.ToTensor(), transforms.Normalize(mean, std)])

#3) =2
class TinyCHN(nn.Module):
def _ init_ (self, in_ch=3, ncls=18):

super().__init_ ()
self.conv = nn.Sequential(
nn.Conv2d(in_ch, 32, 3, padding=1), nn.RelU(), nn.MaxPool2d(2), # /2
nn.Conv2d(32, 64, 3, padding=1), nn.ReLU(}, nn.MaxPool2d(2), # /4
)
# CIFAR: 32x32 -> Bx8, FMNIST: 28x28 -> 7x7
fc_in = 64 * (8 if in_ch==3 else 7) * (8 if in_ch==3 else 7)
self.fc = nn.Sequential(
nn.Flatten(),
nn.Linear(fc_in, 128), nn.RelU(),

nn.Linear(128, ncls)

)

def forward(self, x): return self.fc(self.conv(x))

model = TinyCNN(in_ch=in_ch, ncls=num_classes).to(device)
opt = torch.optim.Adam(model.parameters(), lr=LR)

criterion = nn.CrossEntropylLoss()

train_ds = datasets.FashionMNIST("./data”, train=True, download=True, transform=train_tf)

test_ds = datasets.FashionMNIST("./data”, train=False, download=True, transform=test_tf)

in_ch, num_classes = 1, 18

train_ld = DatalLoader(train_ds, batch_size=BAT("* shuffle=True, num_workers=8)

test 1d = Dataloader(test ds, batch size=BATL., shuffle=False, num workers=8)

#4) o/ EI FZ
def eval acc():
model.eval(); correct=total=e
with torch.no_grad():
for x,y in test_ld:
X,y = x.to(device), y.to(device)
pred = model(x).argmax(1l)
correct += (pred==y).sum().item()
total += y.size(@)

return correct/total

for ep in range(1, EPOCHS+1):
model.train()

running_loss = 8.8

# WS JHSSH A2 ZA
pbar = tqdm(train_ld, desc=f"Epoch {ep}/{EPOCHS}", leave=False)
for x,y in pbar:

X,y = X.to(device), y.to(device)

logits = model(x)

loss = criterion(logits, y)

opt.zero_grad(); loss.backward(); opt.step()

running_loss += loss.item()
pbar.set_postfix(loss=Ff"{loss.item():.4f}")

¥ WE 55 F 25

avg_loss = running_loss / len(train_1d)
acc = eval_acc()
train_losses.append(avg_loss)

val_accs.append(acc)

print (f"[{ep}/{EPOCHS}] loss={avg_loss:.4f} vwval acc={acc:.3f}")

#--- Bz 22 & 4T & -
plt.figure(figsize=(6,4))
plt.plot(train_losses, label="Train Loss")
plt.plot(val_accs, label="Val Accuracy”)
plt.xlabel("Epoch™); plt.ylabel("Value™)
plt.title("Training Curves™)

plt.legend(); plt.grid(True)

plt.show()
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« Slo|m m2jolE M

« ofO|mof2r0fE gk 2 & ofm MO M AFEAE A E dollFs Wl R, ot dsit 50| 2 = &,

s — 1 -
i st A = [H B HFESHK| 24X
EPOCHSE A =t HIO|E & & # 252X 278, pocks - -
- BATCH= of B0 220 8 E|= ol |5 37|, o5 £=2 W 2|0 S BATCH = 128
- LR2 &5 &, 7ISX|E QO 0|Edt= 37| 47 3 W Tk 14 F 20 =50 &5, LR o= 2e3

. HlO|E{M B3 27|
- HOIHM=2 Z20| st5otil BItot= O A+Eoth= & HIolHet g8 2t e 2/,
- torchvision.datasets T &5 AFESl CIFAR10 O|O|H A X5 CHREE & /data EH 0| M &
- download=True M2 Z X Z & AT LHXZ.
- transform Of7H A2 H|O|H HME|2t 54 HE.
train_ds = datasets.CIFAR10("./data”, train=True, download=True, transform=train_tf)

test ds = datasets.CIFAR18("./data”, train=False, download=True, transform=test tf)

28
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« XS LIREEEFE A Al Lot HO|EHAZ QI U A LH2{ 8FoF X &
Al QIE{HIO| A CIFAR10 G| O|E{ A = Ll 2240} /data =5 Off X &
- 0|2 HHEH= M= HO|HE =233, CHA| LR EESHK| E 3.

—

train_ds = datasets.CIFAR1@("./data”™, train=True, download=True, transform=train_tf)

. HlojE 2o

- OOl 24 = HO|f M Z =t5 0| Hgtot Ui X| &= EEfA RE 0| 355t =+
- DataLoader= G|O|E{ & batch tH?|E REHO| 5=
- train DataLoader= shuffle=True 2 O epochOtC} H|O|H =Al& 43 — AT 2K

- test DatalLoader= shuffle=False2 A 22 =AM 2 EH7I}

train_ld = Dataloader(train_ds, batch _size=BATCH, shuffle=True, num workers=8)

test 1d = DatalLoader(test ds, batch size=BATCH, shuffle=False, num_workers=8)

29
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o Als CHR2ZE 2} DataLoader 2 Q8| St 5AE2 HIO|H =H| 82 A8 S E e 9 5.
. IE Hal0to = O|0|EAlO]| Xt& T=H|.
S

, e A= 2 CNN T2t st 1bd Ol o & & 7ts.

30
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Clo o = H ==gio oY = (o) ra o rel ¥o = o
- DA AHOOIHE 2O =8 H9ots 8T F2=, 2hds /8L 2 00X M| Mot =& 7HX| 2 /LS.
- rn — -4 s} o 4l E x =
- &g &E(conv), 2E2HReLU), E 2 (MaxPool)E HF=5l ST F==
= >~ b = O FEA
. €= 0|0jX 27|5 MA BOI7I0] O 24T SHS ot
- FlattenC = 17(|-—°,5|9§ HHE‘ -||:—| Linear %O‘IIA‘I —E—-ﬁ- —/lk—b;ﬂ
- ZHrSE BAEX|ZHONNG| 7|2 222 B US.
class TinyCNN(nn.Module):
def __init_ (self, in_ch=3, ncls=18): «ch: Y3 XD 3.2, 1132 0]), ncls : EFE SalA 5
super{}. init ()
St D Al AOF HX . Ol o|O| k|2 HHO} EXIOH X =
self.conv = nn.Sequential{ 423H |_|oo 7:”0 = e Ol |X|E r:0|' SodT=Z
nn.Conv2d(in_ch, 32, 3, padding=1), nn.RelU{), nn.MaxPool2d(2), 4 CIFAR-102] B2 23 3x32x322 20} 64x8x8 EXM =24
= . D 3%x32%x32 — 32x16x16 2 32x16x16 — 64x8x8
3 = 3: = i) . » = » . o E
nn.Conv2d(32, 64, padding=1), nn.RelU{), nn.MaxPoocl2d(2) « Fashion-MNISTO| Z 212 | x28x282 HHO} 64x7x7 S A0 = 2
)

@D 1x28%x28 — 32x14x14 2 32x14x14 — 64x7x7

fc in = 64 * (8 if in_ch==3 else 7) * (8 if in_ch==3 else 7)

4 285 20 E 2 T Y3 E|= fully connected layer 37| 7.
self.fc - nn.Sequential( BT UABOM FE3 SLYZ WX D (Flatten)
nn.Flatten(), 2 AZA B (Linear)S 0|83l £F A HE S £HS= 27 7|(Classifier)

nn.Linear(fc_in, 128%, nn.RelU()},

nn.Linear(128, ncls)

) » =, TinyCNN 2HO| AX = convOi|M EYYZ FESI10 fcE HAHSHY

= B Sl
def forward({self, x): return self.fc(self.conv(x)) S 107l(ncls)2l SELE T2t 7=,
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F2r0f E

=& 051 28 & X0[F =KX=

jol

<

A
=

ml
ar
|4
{10
%0
Kq
E_E

- CrossEntropyLoss& ‘=7 &AM E2| AFE &

LR )

opt = torch.optim.Adam{model.parameters(), lr

nn.CrossentropylLoss()

criterion
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a| _=| = — for ep in range(l, EPOCHS+1): ¢ X El epoch SO EHE St
1L I- 1L :
C e 7 T — model . train()

running loss = 8.8

- = o = L= pbar = tgdm(train_ld, desc=f"Epoch {ep}/{EPOCH5}", leave=False)
_ A A - i E
Sh&(train) THAI O A &4 A4 G I} e R JolelE 2 =
X,y = X.to{device), y.to(device) 4 O|O|HE & X|[(GPU/CPU)E 0|5
. A AS
(backpropagation), 7tSX| € H|0|E =, logits = model(x) < 20| o= =
i S 1 = criterion(logits, E eI =4 At
%ﬂﬂ(eval) EI_|_7:”0_”A_| test et 2 7g|%!_5 7:”A|_|- oss = criterion(logits, y) « 0= Rt L &4 A
opt.zero_grad(); loss.backward(); opt.step() « O|F GtAHQ| 7|27 XA 3}
_'|:|_|__|- 7: = <o+ . . . AMIE 7| 27| ALt
7|- epOChO| [[H Dl‘El’ 7-| -I _!‘EE EE—:! OH AO-I o r"ur"lﬂlr'lg_lDSS- += IDSS.ItEQ{J:I'\ N %Elnl.olx.ljl. 7+%X| %4[.”0'5
— A O|® epoch &2t2| & =47t &8
HotE =0l
pbar.set postfix(loss=f"{loss.item():.4f}")
avg loss = running loss / len(train_1d) & &4
acc = eval_acc() 4 835 J=E ALt

train_losses.append{avg_loss)

val accs.append(acc)

print(f"[{ep}/{EPOCHS}] loss={avg_loss:.4f} wval acc={acc:.3f}")

A AXH epoch Z1t =3

b ZEMOZ HO|E HIXE DU Q0| 24 P30, MO} M2 S|
JEXIZ AEO|ES} BN SH5 FIS. 7t epochDICt W 241 Mz = /|2 33
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= CNNZ|2 3AE X
« USE_CIFAR10 H==E True/FalseZ B CIFAR-102} Fashion-MNIST 2| G|O|E{ Al & SILIE MEHSIO] A

0%t

* CIFAR-10  Fashion-MNIST
- TS - 7Y
— At= HIO|HE 20t 52 Z 2 0|0|X| GO A, —  Fashiond} 2t & H[O|E{E 20t52 S O|D|X| H|O[EH{ A,
37| 32x32 EHA, 37| 28x28 T
— ZeA= 10557 HIA7|, XAbSAE, M, 20|, AFS, 7H, 7N — 2= 10557 /B HIX|, E2H, B8, ZE M5, M=,
T2, & ar ,Hi, EE. *'—Iﬂx e HFEX
— StSEHOIH T HAEZHOIH 1t H2E 74, — StSEHOH 6T HAEEHOIH 1t F2E 74,
. TE Asi At - DE ¥ 4
— TinyCNN 7|2 X2 5 epoch & — 2 60~70% 2. — &Y% TinyCNN T2 = Sh5 Al 85% 0|4 Hote 2.
— OIO[E{7} Z2{0| 1 O}t EH| S22 UN X2 HE — OIO|E7l 4T M2 2 thadtn e 7F Xp0|7F =S CIFAR10E

A== 52 d5= W OHE.

L metM 2 Mo|Lt HolE 528 B3 M52 T Bof . =g A
=20k . . @e2 QaE IjM ofo|® o|O|X|E 107} 22~ F IR 22,
- EHZn ~ A|E AT sofimax B8 £E O 0|5 E o2 SajA,
. @He ol o[0[k|Z 07 22 B SILIE &2
— XF A= 2 EfAY = E 2 X (softmax %Eﬂ.)ﬂ, 1%
N e 2te 2t 234 o=
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= CIFAR-10 1} Fashion-MNIST H| 10
G O] Ef At oojx| 27| NE! Saa 5 | BB/H2AE £ =5
CIFAR-10 32x32 Z 2{(RGB) 10 50,000/10,000 e ?E*az % n@)slzri c%%;?o—l—;zm 74,
Fashion-MNIST 28x28 Sk 10 60,000/10,000 Chadt 77, uu%g;fgl%;% Zat 20l 7hs
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automobile EEE““‘
s Emal NED ¥ B
ct iRl Bl LA R o
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0.523
0.554

—acc
_dCC=

_acc=0.601
_acc=0.616
0.639

—acc

ofo

=
10

Kd

M_u
ol

= TinyCNN 5 1} (CIFAR-10)

= 2L HE.

0E:
<M
N

ol
L

F

off B K|

HE

Training Curves

v
v
o
-l
L
s
=

Val Accuracy

b (val acc) EH.

gl

FE A £&4H(loss)t BS

2t o=

ZHE A0 = CIFAR-100| A ~0.4-0.55F(2f 40~50%).

Klo

-

anjea

O| = TinyCNN2| 7

xr
10

xd

X
Hr

M_u
jol

0.8 4

Train Loss : #&8| 244 — DEIO| {0l IfEH =S st&st JSS 2/0).

o

7FSHCEZt

=
o

Val Accuracy :
i,

0.6 1

oro
s o.

Ot%| FE2{X[X|

(overfitting) =

XSt
=

0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
Epoch

0.0

M

N

m

10

M_u
ol

Jo

0

F T ZE(VGG, ResNet )2 ME6tH Hete
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(epoch)1t &
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= CIFAR-10 I} Fashion-MNIST C|O|E{Al R &= & 2ol 715

F =No|H, Aut= 2/ =T (accuracy) = =01 7
= CIFAR-102 S8l 7|2 B2 = 50| RA L

I 211, Fashion-MNIST= Chedll =2 H&EE HY
. O|O|X| A7|9t R %

- Fashion-MNIST: 28x28, S 84Xl 2 171) — O|O|E{ 7} Gt

- CIFAR-10: 32x32, Z2{(RGB, M & 37l) — GI|O|E{ 7} O =%},
- CNN2 ME0| e+E O B2 Wet0|H7t ot ot HOo| = 22t
C

i —|
- M2t 22 22 X 2FH Fashion-MNISTHA O €A =2 = E
S PNER

- Fashion-MNIST 22 A(E|M X, HEX|, A8 5)= HEY
. CIFAR-10 SHAH, DYL0|, AbS S)= A2
- HOlH Ct&d

- CIFAR-102 CtFsh Hi A AH

A
o, 710
- Fashion-MNIST= H{&O| Gt

=

- Fashion-MNIST: ttz= 19| CNNL. 2 & 85% O| A H=te: £l A 2.

=

- CIFAR-10: €2 B2 2 = 60~70% =&, 82 =0|2{H O 22 HESL A, GHO|H &, sto|Hul2to|H =F0| 22,

= O] X}o| = Sl st5XxtS2 O[B4 £°80| H 52| X10| & EY + QUCt= AS =

- L

n

A o
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# 1) HOEHYW = SH B2 & IHE ZY #2) Aoy 2= OF
if USE_CIFAR1B: img path = “dog.jpg" # S ECE oo HPHE

class_names = ['airplane’, ’automobile’, 'bird’, 'cat’, 'deer’,

‘dog’, "frog', " "horse’, "ship", "truck”] #3) FH & F=
mean, std = (0.4914,0.4822,0.4465), (9.2023,0.1094,0.2010) img raw - to_img(img_path)
to_img = lambda p: Image.open(p).convert("RGB") # 3.3/ x = infer tf(img_raw).unsqueeze(8).to(device)

infer_tf = transforms.Compose([
transforms.Resize((32,32)), model.eval()

transftorms.ToTensor(), with torch.no_grad():

transforms.Normalize(mean, std), e = el

D

probs = F.softmax({logits, dim=1)[&]
else:

to , top 1 = probs.topk(3
class_names = ['T-shirt/top’, 'Trouser', 'Pullover’, 'Dress’,'Coat’, PP P P Pk(z)

‘Sandal’, 'Shirt’, 'Sneaker’, 'Bag’, "Ankle boot']

# = = 21 FiE
mean, std = (8.2861,), (©.3530,) #4) SH EF + ATE

to_img = lambda p: Image.open(p).convert("L") # 1WE (I3 0fAHE) print("[Top-1]", class names[top_i[@].item()], ¥"({top_p[@].item():.2%})")

infer tf = transforms.Compose([ print{"[Top-3]", [(class names[i.item{}], f"{p.item():.2%}") for p,i in zip(top p, top i)])
transforms.Resize((28,28)),
transforms.ToTensor(), plt.imshow(img raw if USE _CIFAR18® else img raw, cmap=None if USE_CIFAR1@ else "gray"™)
transforms.Normalize(mean, std), plt.title(f"Pred: {class names[top i[@].item()]} ({top p[@].item():.1%})")

13 plt.axis( 'off")

plt.show()



CNN F=& 7| &

« H|OJE{Slof| &= Sef2 0

AMOH

dLE &3

=1t HAE|
. RHO| 0|5 107) 222 0152 HO

- ‘airplane’, ‘automobile’, ‘bird’, ‘cat’

‘truck’

, ‘deer’
‘dog’, ‘frog’, ‘horse’,
. SEsh AN St

L

‘ship’,
Ze Hejz U3

0: PN E=1
S =

o O

O Ab
So.

32 or 120 AH &

b3 7| Resize : (32 x 32) or (28 x 28)

"o

H =}

L —

if USE_CIFAR1B:

class_names =

["airplane’, 'automobile’, 'bird", "cat

HONGIK
UNIVERSITY

[y

» deer,
dog', 'frog’, "horse’, 'ship", "truck"]
mean, std = (8.4914,8.4822,08.4465), (d 2823,0.1994,8.20818)
to_img = lambda p: Image.open(p).convert("RGE")
infer_tf = transforms.Compose([

transforms.Resize((32,32)),

transforms. ToTensor(),

transforms.Normalize(mean, std),
1
else:
class_names = ['T-shirt/top’, 'Trouser’, 'Pullover’, 'Dress’, 'Coat’,
‘Sandal’, "Shirt"', 'Sneaker’,"Bag', "Ankle boot']

mean, std = (@.2861,), (9.3538,)
to_img = lambda p: Image.open{p}.
infer_tf = transftorms.Compose([

transforms.Resize((28,28)),
transforms.ToTensor(),

transforms.Normalize(mean,

D

convert({"L")

std},

42
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« XMAa| gl =2 A

= O
* | = E|'0| O'”A-I XO-lgl OI_I- %:'él-gl XJX‘I E—l AEI%I img_raw = to_img(img_path)
> Al = X = infer_tf(img_raw).unsqueeze(@).to(device)
- TEEY

L
=
=]
(=
m
[
]
.l.
]
L

o
. DUSSHICOA FE2RER HY
with torch.no grad():
CP

E E
U)E -”A-I Ol logits = model(x)
. Z=EQMe O CIAHNE AHAO| He Qo2 AHAFKHA. probs = F.softmax(logits, dim=1)[@]
top p, top i = probs.topk(3)
- EE0 ¥ o|0|X| & 2E.
- 23t &0l softmaxE SOl 2f A =E ALt
- 20| 7MY =2 49372 FeA F=
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Q @Zoi + TS + HAE b REMNY - @ =7 x
Q #¥e + IS + HAE p REAE -
<« i » Z X + TELE CBE ~ G 01. 22| M
EE ]II.%_! D x - 02. 44 04. M FAID 30 = [} 9 : »
= _ R e BN T4y MEH =E- 0 0 |
- — 8] - ~
v O #0 =3 @ W uiec oz T YR /3 27
@ Ipip —a install torch torchvision s - - 9 s 210008 Bl
» Il data . sT4E BoRY
import torch, torch.nn as nn, torc CZ ) [ sample data L]
<> from torch.utils. data import Datal B EIE
. ' A arrplane.pn — . -
from torchvision inport datasets, [ P ?g v BUrc £5 airplane png
ooy, ‘ automobile.png s e windows (C) m-bird-prE--
et | device = torch.device("cuda” if to B bideng > = ZBOAIC [ o atpng
I print("device:", device) B ctong > e AZE O E | G Chapter 1. BEE BT ppx
I o)l L 0| 7| ol Al A
- ; B shic.png > girGH147.46 31 Chapter 2. 912X 52 72 2 4 41
from todn, auto inport todn e , amusaa 03] Chapter 3. B4E HZCNN) 2 T
Ir olme i 3] Chapter 4. Google Colab= O[3 CNIN...
-AJE_-*'-I I o|E(N) “ V| DE QY ¢ “
=
M e
A =
AAFLC oﬂ -| |.OI | ~
. ST A NS
img_path = "dog.jpg”
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CNNF= 7|2 2 E 48 23} | v

. ST CONN 2O MZ2 UG0S Ye 22 A

. SSE|0|E 0 gis MEL YUSEI0HES HOIN XES 2R S22 €2 2 RE Aol b5
. SLX|BH Zolof ALS Y YL TS HERR DHE DHO|7| R0 S0 LSS TO|E{Q} HAO)
L Qato] BRHNZTE CHAHIC) BIK| S)0IA Xf0| 7t BO| wABHE TIO|ElE B R FEET} Kot &
JE
= HEEZIS} ?é'rg:?g‘lealgg'a,']?g;.m%'), ('ship', '5.60%'), (‘automobile', '5.55%")] = ng:;} ??tlc;flaisggé'm%‘)' Cbird’, "18.19%), (“dog’, *17.68%")]

Pred: airplane (83.2%) | Pred: cat (23.6%)
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CNN 7|2 3 E 7{M kK| ol Al (1) R ITY

= Epoch & X%
 Epoch2 TA| HO[HAEZ & H Bt=siM S5 X|Z 2|0|5tH, Epocha =2|H ZEHO| {0 I{EH S
O &O| g5 7ts.
- 7|& ZEO0| A= 5Epoch &t& — CIFAR10 2 60~70% HZH e,
- Epoch2 2022 £2|™ CIFAR102| 8 75~80%7 K| 85 &4t 7ts.
- Eh Epoch2 U= otA 2| =23 OO of| 2t 1pX St (overfitting) & = ALEE FO| HQ,

EPOCHS = 20
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CNN 7IE o 7H+J I|_|-I1| O:IIAI (2) HONGIK

UNIVERSITY

= Optimizer H723

Optimizer= &8 &+& X220 S 7HEA|E YHO|Edt= €12|F0[H, /O Ml ofg SE2f X
M JiM 7Hs
(&N o) — o.

- Adam

~ NS SSE W2 YOl 4
=

vy

opt = torch.optim.Adam(model.parameters(), lr=0.001)
— 272 HEINAM 7[=2 dEX|
—  CIFAR-10 €F 75~78% &2 = (20 epoch 7| &)
- SGD + Momentum opt = torch.optim.SGD(model.parameters(), 1lr=0.81, momentum=8.9)
— =7 stg2 =AM, S&¢ Epochs 8 =2 2E =k Jts.

— YEISIoAM H&50| AdamE Lt L2 Z 27t U,

— CIFAR-10 & 80% O| & 7.

RMSProp

— SIS ES 7ISX0MC CHEA =73, RNNO|LE A| A S |00 M 2.
— CNNOJME OHEM Ol Hs XS,

AdamW

opt = torch.optim.RMSprop(model.parameters(), lr=0.001)

opt = torch.optim.Adamki(model.parameters(), lr=8.001)

—  AdamO|| 7}5 X[ Z2|(weight decay) /il 22 25| M &
— AtE A 21 24 He'd ZHOM 72 MEIX| = GOl AHEE

|
— CIFAR-100| Al Adam CHH| &7t &2 28t d5 7|H 7ts.
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CNN 7|2 3 E 7{M 1tH| ol Al (3) R ITY

- 'J'n:'fEI =P¢ ﬁ o
- EH s 0S4 AU XO|E X2 7ol5te 7|E0|H, =4 d40f w2 dE EHY
- CrossEntropyLoss
- OF 22 EFUM BEEXH2RALS. criterion = nn.CrossEntropyLoss()
— CIFAR-10, Fashion-MNIST 25 7| & M & 7}5.
- CrossEntropyLoss + Label Smoothing criterion = nn.CrossEntropyLoss(label smoothing=0.1)

— HEH =SS 100%2 ZHSHX| i L7 F4F0

— DHO| IS TSR] YA TS0 Ukt A5 B4
— CIFAR-100| M 2 & Zeli& E0|= =21 7|0,
- Focal Loss -
criterion = nn.MSELoss()
- o2 MZo| O YA BEE &4 B
— 22 =20 2H M 72, 0lE = 2Z0|2f 7l HO|E 7t oF0f| X| 2 82

=
— Fashion-MNISTA & Se{A 7 752t H|O|E 0l = 21t X|oHA .

- MSE Loss
— EH XN& 2Kt §| I—Er'ﬂoﬂxi.
— =5 2N0A= & MOIX| %S (EYH 227 E X 3.
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CNNZ|2 3

- GlojE| MKja| U 57 27}
- OO &2 &=

In

M 1A 0| A (4) Ty

HOlE & HAs CtAdot stg MES T=0 ZEO| Yetst =24 7Hd 7ts.
RandomCrop, HorizontalFlip : O|O| X| C}Fd =t

ColorJitter : 28-S 7| Hzl =7t - XY |
RandomRotation, RandomAffine : 2| - = A 2L - |
RandomGrayscale : & HHE O|E Z0| 10 HE| st 43}
RandomErasing : O||:||3(| A2 Y A - =5

CIFAR-10 7|Z&, ThE Crop/Flipt HEH 2 ] 5~7% J=t e ehad. =7t 7| B7HK| HESHH Z|C 10% 77t

Mo

>.
o|r
d
?;
N
or

train_tf = transforms.Compose(]
transforms.RandomCrop(32, padding=4),
transforms.RandomHorizontalFlip(),
transforms.Colorlitter(brightness=0.2, contrast=e.2, saturation=0.2),
transtorms.RandomRotation(15),
transforms.RandomAffine(®, shear=10, scale=(9.8,1.2)),
transforms.RandomGrayscale(p=06.1),
transforms.RandomErasing(p=0.2),
transforms.ToTensor(),

transforms.Normalize(mean, std),



CNN 7|2 3 E 7{M kX ol A] (5) Ty

T HE2gdEe S ME & M 78 5= FU6H0] O 480t #oiEE g U
SNT 5RO B SH AL s

Batch Normalization : =1
Dropout : 721 €& X1|71 E7d I EH 0| D= otA| | ESHA| R == |HX].

Residual Block(ResNet 2EF2) : 242 | ES 7
M2 +3S7HHE2EY S s 7ts, S IEH 22| =23,
CIFAR-10 7| &, the &fd& 5 F7H Al 9 10% 0|4t d& &4 7. BatchNorm, Dropout= 74 H-&5tH 2HF
Jaf Litet §STH| Z=t
self.conv = nn.Sequential(
nn.Conv2d(in ch, 22, 3, padding=1), nn.BatchNorm2d(32), nn.RelLU(),
nn.Conv2d(32, 64, 3, padding=1), nn.BatchNorm2d(64), nn.ReLU(),
nn.MaxPool2d(2),
nn.Conv2d(64, 128, 3, padding=1), nn.RelLU(), nn.Dropout(e.3),
nn.MaxPool2d(2),
) 53

=



|2 2= 74 M atA| o A (6) Ty

@
Z
Z
\J

R
. 1 IPY A JHMBHE SO R BIAE AMSEL X7 5B 52 N8 It
Learning Rate Scheduler : €7 EpochOtCt St&& 4 — O FEet =8 It
- Early Stopping : 45 ‘d&0| § O|&f SOtX|X| e ™ st St - upA et BhX|
- Gradient Clipping : 7| 27| Z& WX| - ARl g5 FX|
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scheduler = torch.optim.lr scheduler.StepLR(opt, step size=16, gamma=8.5)
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from torch.optim.lr_scheduler import SteplLR for ep in range(l, EPOCHS+1):
model .train()

model = TinyCMN(in_ch=in_ch, ncls=num_classes).to(device) running_loss = 8.0

opt = torch.optim.Adam(model.parameters(), 1lr-LR) pbar = tqdm(train_ld, desc=f"Epoch {ep}/{EPOCH5}", leave=False)
for x,y in pbar:
X,¥ = X.to{device), y.to(device)
scheduler = SteplLR({opt, step size=2, gamma=8.5) Togy el =it
loss = criterion(logits, y)
criterion = nn.CrosseEntropyloss()
opt.zero_grad(); loss.backward(); opt.step()
running loss += loss.item()

pbar.set postfix(loss=t"{loss.item():.4f}")

avg loss = running loss / len{train_ld)}
acc = eval acc()

train_losses.append{avg loss); wval accs.append(acc)

scheduler.step()

curr_lr = scheduler.get last 1r()[@] 55



| HONGIK
UNIVERSITY

i,

Rl
<0

I

A 2] of

<

A

M

|

CNNZ|E2 3

ol

100

= D QY A,

=)
—

= Optimizer 'H73 : Adam

2t 22}, Focal Loss=

olH}
= L

: CrossEntropy 7| &, Label Smoothing=

{lo
=0

ofr

ol

A

-Frasing s 2 =

|

—t
H 5

=1 ¥S
= =

: 2| 7|5

A
o

HIO[E] S

ol X 71/ : BatchNorm, Dropout, Residual Block2 2

/|

TR, 7=

AzZe, =7

Xk . A

A <
Eﬂﬂ%!'o

jor

56



From Jbs



	슬라이드 1: Google Colab을 이용한  CNN 기본 코드의 성능 개선
	슬라이드 2: 강의 내용
	슬라이드 3: 실습에 필요한 기본 개념
	슬라이드 4: Deep Learning
	슬라이드 5: 프로그래밍 및 실행 환경
	슬라이드 6: 주요 라이브러리
	슬라이드 7: 하드웨어 및 실행 장치
	슬라이드 8: 딥러닝 기본 개념
	슬라이드 9: 합성곱 신경망 핵심 개념
	슬라이드 10: 합성곱 신경망 핵심 개념
	슬라이드 11: 합성곱 신경망 핵심 개념
	슬라이드 12: 합성곱 신경망 핵심 개념
	슬라이드 13: 데이터셋 및 전처리
	슬라이드 14: 학습 과정 이해
	슬라이드 15: 하이퍼 파라미터 튜닝 및 모델 개선
	슬라이드 16: 실습 준비
	슬라이드 17: 비전공자가 AI 코드를 배우는 이유
	슬라이드 18: Google Colab
	슬라이드 19: Google 계정 생성
	슬라이드 20: Google 계정 생성
	슬라이드 21: Google Colab 사용 방법
	슬라이드 22: Google Colab 사용 방법
	슬라이드 23: Google Colab 사용 방법
	슬라이드 24: Google Colab 사용 방법
	슬라이드 25: CNN 학습 기본 코드 설명
	슬라이드 26: CNN 학습 기본 코드 설명
	슬라이드 27
	슬라이드 28: CNN 학습 기본 코드 설명
	슬라이드 29: CNN 학습 기본 코드 설명
	슬라이드 30: CNN 학습 기본 코드 설명
	슬라이드 31: CNN 학습 기본 코드 설명
	슬라이드 32: CNN 학습 기본 코드 설명
	슬라이드 33: CNN 학습 기본 코드 설명
	슬라이드 34: CNN 학습 기본 코드 실행 결과
	슬라이드 35: CNN 학습 기본 코드 설명
	슬라이드 36: CNN 학습 기본 코드 설명
	슬라이드 37: CNN 학습 기본 코드 설명
	슬라이드 38: CNN 학습 기본 코드 설명
	슬라이드 39: CNN 학습 기본 코드 설명
	슬라이드 40: CNN 추론 기본 코드 설명
	슬라이드 41
	슬라이드 42: CNN 추론 기본 코드 설명
	슬라이드 43: CNN 추론 기본 코드 설명
	슬라이드 44: CNN 추론 기본 코드 실행 방법 및 결과
	슬라이드 45: CNN 추론 기본 코드 실행 방법
	슬라이드 46: CNN 추론 기본 코드 실행 방법
	슬라이드 47: CNN 추론 기본 코드 실행 결과
	슬라이드 48: CNN 기본 코드 개선  (과제)
	슬라이드 49: CNN 기본 코드 개선 과제 예시 (1)
	슬라이드 50: CNN 기본 코드 개선 과제 예시 (2)
	슬라이드 51: CNN 기본 코드 개선 과제 예시 (3)
	슬라이드 52: CNN 기본 코드 개선 과제 예시 (4)
	슬라이드 53: CNN 기본 코드 개선 과제 예시 (5)
	슬라이드 54: CNN 기본 코드 개선 과제 예시 (6)
	슬라이드 55: CNN 기본 코드 개선 과제 예시 (6)
	슬라이드 56: CNN 기본 코드 개선 과제의 예상 결과
	슬라이드 57

