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CPU vs. GPU

CPU (Central Processing Unit)

SRS CHSH GIANS RAH O 3

GPU (Graphical Processing Unit)
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NVIDIA.

CPU GPU
Compute | Compute ‘ T I

Control Control

Compute | Compute

Control Control

DRAM Controller, I/O DRAM Controller, I/O
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Scenario: Intelligence Explosion

1012
11 T 4 Superintelligence?
10 Al Research ! .

Automated
Alec Radford?

GPT-4:
Smart High Schooler

GPT-3:
Elementary Schooler

Effective Compute (Normalized to GPT-4)

GPT-2:

Preschooler

2018 2020 2022 2024 2026 2028 2030

Rough illustration.
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{4121 (ML: Machine Learning)
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HOUSE PRICE PREDICTION
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£l 214 (DL: Deep Learning)
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Supervised Learning

® S
® Unsupervised Learning

Semi Supervised Learning ' '
P P | E -~ Machlfuf_lf:a_urnlng

ReinforcementlLearning -~ _
9 ~ L ng S ® Robotics T

eep Learnin - ~.

® | N
° Machine Translation ® Planning P N

Content Extraction ———— Ve N\

uestion Answerin : ee - .ﬁ“-.

& Q _ : & Natural Language Processing | Artificial

Information Retrieval = — : :
@ . ﬁ \ intelligence
® Sentiment Analysis _____———--"";__/ Expert systems \

| —

Text Generation __— ®
¢ Topic MDdE!linE_______-——--'""_f Speech o —
o — N @ “

Image Recognition Vision |
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Machine Vision
<=X : Mukhamediev, Ravil I, et al. 2021>
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RAG (B4 ST 83)

RAG (Retrieval-Augmented Generation)
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(AGI, Artificial General Intelligence)
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Our second key fact is that overall employment continues to grow robustly, but employment
orowth for young workers in particular has been stagnant since late 2022. In jobs less exposed to

Al young workers have experienced comparable employment growth to older workers. In contrast,

in the most Al-exposed occupations, compared to a 6-9% increase for older workers. These results
suggest that declining employment Al-exposed jobs is driving tepid overall employment growth for

22- to 25- year-olds as employment for older workers continues to grow.
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Data
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Data
Preprocessing

Data Reduction or
Dimension Reduction

Data
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@ MACHINE LEARNING LEARNING OBJECTIVES

A e =
&5 7k #Y o '

i
—

! \
| |
1. Python X GIO|E| 24 glo|=aja| &8 |
2. CIOJEf 4444 3 K2 : |
3. OAlRY 22|E 7 U A MY : | ~—( o
4 DY HIL G AD A2} 5 : i
I
: PYTHON DATA PROCESSING
\ PROGRAMMING /
EVALUATION MODEL TRAINING

SEw Mol ogel i

2 zzoIrgsigl 29
Yld 8—. =



7| = M 412 'Y (Machine Learning)2| 0|3}

Colab &2t
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Google ColabO| =2
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H
CES 302 HAIQHIIOR python IS MY 4 UL

GOOGLE

INTRODUCTION

,{_{_{f; : 7.2'3_,\
jupyter
;;:;‘-’.T =
a
TPU
FREE PYTHON GOOGLE DRIVE
GPU/TPU ACCESS ENVIRONMENT INTEGRATION

‘ i COLLABORATION TOOLS
£,

9l 297} 7HsTt 22H9E J|Ete| FIIH

| C}.

Jupyter Notebook1}2| X}O|&

S3 Google Colab Jupyter Notebook
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9._"37 ol '*HED*: K |:H§ 22 - 'HE7|' - ‘Google Colaboratory
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T 5/5 import numpy as np
@ a =np.array([1,2,3])

b = np.sum(a)

print(b)
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NumPy

o Matplotlib scikit-learn
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@

Version 291 HHO]

v

import numpy as np
import matplotlib as mpl
import sklearn

print(f 'Numpy: {np.__version__}, Matplotlib: {mpl.__version

'|:ic

=l

}, scikit—learn: {sklearn.__version__}")

—Zv Numpy: 2.0.2, Matplotlib: 3.10.0, scikit-learn: 1.6.1
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7| & M M2 (Machine Learning)2| 0|5
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Data
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Data
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Data
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Dimension Reduction

Data
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71 & M2 (Machine Learning)2| O|5i

KNN(K-Nearest Neighbors)
= B (Classification) ¥ 11 2| &

MACHINE LEARNING

K Nearest
Neighbors

(KNN)

Intuition and
Implementation
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&= 2 (Classification)ZH?

Hz2L fo|E{E O|2| ™MOo|El =g A HFI= x| E Sk HHH

215 HIO0|H2| Sd(feature)s 7|22 S LIO|E1 7t OfH S22 (dass)0l Fok=A| 0|Sok= 7|E2 2,
2)|0]=0] A= HIO|HZ AFEot E2= S AR L L.

3-Class classification 3-Class classification
(k=11, weights="uniform’) (k=11, weights='distance')

O o|o|x| QA : 2| XAHEFMNIST), 24H| ZE o
£ 351 | € 35
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4 o o O a
O o|=7Ick: T 7Tk 0|2 OJ|X| A N
Classes 2 .. Classes | L
O 3848 EIL A7 AHel ZX| 1z L.
5 . virginica 5 . virginica
- 4 5 ! 7 8 - ! 5 o 7 8
sepal length (cm) sepal length (cm)

@ 2Ro 7 O[Tl 2F(Binary Classification)2t CHS: & & (Multi-class Classification) 2 L& 4= UELICE

X MNIST : Modified National Institute of Standards and Technology, &==M|
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At O Of B Hf| O
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